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Due:: PS11 Ellenberg due at 11 pm
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Wk 8, Fr

Topic:: Student t distributions

Read:: Lock5 6.4-6.6

Loose ends from last time

- Last time:

z*-critical value for 96%

confidence was ...

main use is for 96% CI construction

Did hypothesis test and got a standardized test statistic 2.163

2.163 is out in the "tail", beyond z*-critical value

Can know result is statistically significant at 4% level

- continuity correction

what it is

prop.test() command

 

Norm0 1

RockPaperscissors example 511 g p
n

z't
2.053Hi pi Yz Ha p443

Wehadfound 2 criticalvalue for 96 conf 2.054

we stantardied f 51ha 43
z 2.163

r9
correspondsto P value

0.0305



EXI You have a sample of some quart variable

BMI
sample size is n 25 fromour population HS students

know T 8.2 I 23.9 pointest

Want CI for y
at95 use e't 1.96

23.9 I 1.96 7
lower 20.69

upper 27.11

But unrealistic toact as if I know I
Don't know y

estimate using I µIs realistic estimate r by S 2.5 His
Now estimate SE Snf

975thperan

Using s for 0 triggers using t a criticalvalue from a t distribution

in place of 2
before obtained 2 for 95 conf griorm 0.975

Now obtain t for 95 conf gtfo975 df

onelessthanthe
simplesize



Morerealistic version of previous example

EXI You have a sample of some quart variable

BMI
sample size is n 25 fromour popalation HS students

know I 23.90 pointest

Want CI for y
at95 useToilet

t 2.064

CI
23.9 12.064 Es



STAT 145 Daily Notes Student t-distributions

Student t-distributions

Plotted below are the

• t-distribution with d f = 1 (dark green)

• t-distribution with d f = 1.5 (purple)

• t-distribution with d f = 3 (orange)

• t-distribution with d f = 5 (blue)

• t-distribution with d f = 8 (red)

• standard normal distribution Norm(0, 1) (black)

gf_dist("t", df=1, xlim=c(-5,5), color="darkgreen") %>%
gf_dist("t", df=1.5, xlim=c(-5,5), color="purple") %>%
gf_dist("t", df=3, xlim=c(-5,5), color="orange") %>%
gf_dist("t", df=5, xlim=c(-5,5), color="blue") %>%
gf_dist("t", df=8, xlim=c(-5,5), color="red") %>%
gf_dist("norm", xlim=c(-5,5), color="black")
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Next is a

• t-distribution with d f = 5 (red)

• normal distribution Norm(0, 1.05) (blue)

gf_dist("t", df=5 , xlim=c(-5,5), color="red") %>%
gf_dist("norm", params=list(mean=0,sd=1.05), xlim=c(-5,5), color="blue")
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A new distributional family: t-distributions

- symmetric, bell(?)-shaped

- centered on 0

just a single parameter: degrees of freedom (df)

Note: These are NOT just normal distributions with mean=0

- df must be positive, but can be noninteger

- increasingly like standard normal as df rises

peak isn't quite so high

more area in the tails

- have (on strength of CLT) been

of mind that sampling/bstrap/null/randomization distributions are normal

using z* critical values (std. normal dist) corresp to level of confidence

Q: What if we thought a t-dist with df=15 served as better model?

1. Say we have x-bar as 15.87, and estimated SE=2.15.

If we want to use t-dist model with df=11, what is

a 95% confidence interval for mu?

Practice obtaining critical t*-values for other levels of confidence

2. Say we have x-bar as 15.87, and estimated SE=2.35.
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If we want to use t-dist model with df=11, what is

the strength of evidence against the null hypothesis when

H_0: mu = 20, H_a: mu < 20

What if, instead, df=38?
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